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The Academy of Medical Royal Colleges was asked by the four Chief Medical Officers (CMOs) to explore “a UK wide approach to assessment with common standards and common processes and instruments.” This report comprises the outcome of that project.

The main recommendations are:

- The purposes of any assessment method and system needs to be clearly defined and communicated to all participants
- The main purpose of Workplace Based Assessment (WPBA) is to help trainees identify areas for improvement and is thus formative not summative
- The trainee’s performance in the current formative WPBA must not be used to rank them for selection to specialty
- When an individual WPBA is to be used summatively then the purpose must be clearly defined to the trainee and assessors in advance, trained assessors must be used and an adequate number of assessments made by differing assessors to obtain a valid judgement
- At annual review, outcomes from a range of WPBAs should be one component of the evidence on which a judgement is made about the trainee’s progress
- It is neither possible nor desirable to formally assess each individual competency at every stage of training
- Colleges, Faculties and the Foundation Programme should have a clear plan for the further development and implementation of WPBA and a strategy to achieve wider acceptance of this approach
- All assessors should be trained in order to improve the standards of WPBA delivery
- There needs to be consensus on the definition of the roles of supervision, and the nomenclature used to describe them, to avoid confusion and help identify training needs
- Employers should recognise the substantial contribution to the training and productivity of the future workforce made by Supervisors and Clinician Assessors. Adequate time to complete assessments effectively should be written into their job plans and it is recommended that Educational Supervisors receive at least 0.25 PAs/trainee and Clinical Supervisors 0.25 PAs/trainee. Training excellence should be recognised and rewarded
- There should be clear support mechanisms in place through local structures and the Deanelries to support supervisors in dealing with poorly performing trainees
- While differing WPBA instruments need to be used in differing specialties to test differing attributes, instruments must be consistent within training programmes and rating systems should be similar where possible across specialties
- Assessments should move from use of numerical values to the standard expected at the end of a period of training or that required for independent practice
- An ongoing Workplace Based Assessment Forum should be established with sharing of expertise between Colleges, Faculties, regulators and Deans to achieve the highest standards of assessment systems.
1. INTRODUCTION

1.1 Background

Training in medicine traditionally followed an apprenticeship model, and formal assessments were mainly directed towards the testing of knowledge. Clinical and practical skills were only assessed as a component of formal examinations. Any assessments of actual performance in the workplace were largely informal, often anecdotal and rarely documented. This situation still persists for many other professions, but in postgraduate medical training, there has been an increasing focus on assessing doctors in the workplace – workplace based assessment (WPBA).

Whilst knowledge-based testing is largely very well established and enjoys a substantial investment in infrastructure and resources from Colleges and Faculties, the same cannot be said for WPBA. The introduction of performance-based training in postgraduate medicine has highlighted a need to develop and introduce suitable new assessment methods. Although the profession would naturally desire to improve practice and promote excellence in assessing doctors, developing and introducing such profound changes takes both time and resources, and requires a substantial change in culture.

1.2 A crisis in assessment

The introduction of WPBA into postgraduate medical training in the UK was made for Foundation trainees under the umbrella of “Modernising Medical Careers”. Unfortunately, unrealistic timescales together with a lack of resources and inadequate assessor training led to the hurried implementation of WPBA and the development of undesirable practices. This has resulted in widespread cynicism about WPBA within the profession, which is now increasing; some of the mistakes have been repeated in implementing WPBA for specialty training with similarly hurried implementation due to a tight timetable set by the Postgraduate Medical Education and Training Board (PMETB). The profession is rightly suspicious of the use of reductive ‘tick-boxing’ approaches to assess the complexities of professional behaviour, and widespread confusion exists regarding the standards, methods and goals of individual assessment methods.

If the confidence of the profession is to be regained and WPBA introduced successfully and fully across all specialties and between hospitals, there needs to be a change of thinking. There must be a move away from the increasingly mechanistic approach that is currently being promoted, and a move back to the basic educational principles that have served well previously. Assessment is inseparable from learning, and at the heart of it is the relationship between the educational supervisor and the trainee. It is this relationship that must be fostered and encouraged. The primary purpose of WPBA must be to promote learning and inform this relationship. The role of the Educational Supervisor needs to be clarified and defined, with an emphasis on teacher development and support through constructive feedback. Whilst WPBA methods must be reliable and valid, above all, they must be feasible within the normal time and resource constraints of clinical practice. This will take both time and resources. Imposing the unrealistic expectations of enthusiasts will be a recipe for failure.

1.3 Towards commonality

In September 2006, Dr Jewell wrote to the Academy of Medical Royal Colleges on behalf of the four CMOs and the UK Modernising Medical Careers (MMC) Strategy Group. They were concerned that confusion could result from varying documentation, scoring systems and differing standards used in different environments. The Group supported a UK-wide approach to assessment with common standards and common processes and instruments. They acknowledged that there was a wide range of instruments that could be used, but supported working towards consistent methodologies and documentation across the UK. The AoMRC was suggested as being a suitable candidate for this role as it could provide a national overview across specialties and across the Foundation/specialty training divide. It was also considered well placed to co-ordinate the necessary input from postgraduate deans and other stakeholders.

The aim of this report is to document the evidence base for the assessment methods currently in place, address the issues raised by the four CMOs and make recommendations to improve WPBA in UK postgraduate medicine.
2. MYTHS AND MISUNDERSTANDINGS

The introduction of new curricula and assessment systems has raised many concerns. Misunderstandings have arisen, partly due to a lack of clarity over some contentious issues, which this section aims to explore.

2.1 Did we really need a new assessment system?

Although some may have thought there was little wrong with previous assessment systems, they were far from perfect. Although most incorporated some clinical or practical component, the emphasis was largely on knowledge-based assessments, frequently in the absence of clearly laid out curricula. Clinical competence does not just involve knowledge, decision making, or procedural ability, but other factors such as interpersonal skills, professionalism, self appraisal and an ability to improve. Traditional knowledge based exams do not assess many of these areas.

Formalised WPBAs are relatively new for the medical profession, and there is limited experience of their use in medicine. Unfortunately, their over-hasty implementation has meant that there has been insufficient time or resources to fully develop the role of the educational supervisor in assessment and to provide robust training for the large numbers of clinicians who will necessarily be involved in assessment.

Existing evidence shows that supervisors are not always good at observing the clinical skills of trainees, and may document that they have assessed procedures which they have never observed. There is a tendency for doctors to give colleagues the benefit of the doubt, and reluctance to give negative feedback in face-to-face assessment. Doctors are poor at self assessment, particularly assessment of professional behaviour and are reluctant to rate themselves. In the interests of accountability and transparency and improving practice new assessments are needed. We need to observe trainees performing tasks they will be called upon to perform independently once they complete their training.

Assessment drives learning. If designed and implemented well WPBA can lead to trainees learning and developing the skills behaviours and attitudes we want in the junior members of our team and ultimately in our future colleagues.

2.2 Who is driving these changes?

The drivers for the development of new assessment systems arise both from the desire of the profession to improve and promote excellence and from regulatory change.

- The public expect the profession to be accountable and doctors to be able to demonstrate all aspects of their responsibilities
- Most doctors who come before the GMC because of doubts about their fitness to practice do so because of communication and interpersonal relationship problems, not lack of knowledge and these domains can best be assessed in the workplace
- With the introduction of the European Working Time directive and changes in working patterns, the profession can no longer assume that trainees will acquire adequate exposure to an appropriate range of experience simply through time spent in training
- Assessment needs to be aligned with the new competency curricula developed as part of Modernising Medical Careers (MMC). A comprehensive and defensible assessment system will also provide information and evidence when dealing with a struggling trainee.

2.3 Is it possible to fail a single WPBA?

The traditional model of assessment in medical training is one of intermittent high stakes testing. Junior doctors have, throughout their careers (school, undergraduate and postgraduate) been used to sitting exams for which they will receive a grade and either pass or fail. Much of this assessment is of knowledge with the addition of assessment of practical skills in the form of Objective Structured Clinical Examinations (OSCE) and the clinical parts of membership exams. The consequences of failing any individual exam will vary from minor embarrassment to potential career derailment. Feedback given following written exams will also vary, potentially losing an opportunity to provide the candidate with valuable information and guidance for improvement.

The tension between the use of the newer WPBAs for learning development (formative - assessment for learning) and for use in judgement (summative - assessment of learning) has yet to be resolved. The most vital aspect of WPBA is the ability to detect and then inform the developmental needs of a doctor. Unfortunately, this essential aspect is often overlooked by both trainees and by trainers because of a mindset arising from traditional knowledge based assessment practice. It is very difficult to adjust this mindset, and this has led to many of the assessments being seen as a ‘mini-exam’ by both trainees and supervisors, where receiving what is perceived to be a ‘poor’ score is seen as a failure. This should not be the case for a number of reasons. The assessments are designed to be formative, in that they provide an opportunity for the supervisor / assessor to observe the trainee in their day-to-day practice and give feedback on performance. Indeed the main purpose of WPBA is improvement in performance resulting from the feedback.

Performance in an individual assessment such as mini-Clinical Evaluation Exercise (min-CEX) or Case based Discussion (CbD) is very context specific. A trainee may do very well when examining a patient with ascites, but have problems assessing a patient with acute confusion.
In addition, assessors vary in their expectations; there are consultants who naturally tend to mark highly and those who are more stringent. It is therefore not possible to make a summative judgment (i.e. pass/fail) based on a single, or even a small number of observations. Multiple observations are required, preferably from a range of different assessors to improve reliability.15

The value of an individual assessment lies in the provision of guidance and suggestions for improvement, and in observing the doctor patient interaction which may otherwise happen rarely in routine clinical practice.

For these reasons WPBAs should be seen as a low stakes process which it is not possible to fail, with the emphasis on feedback and suggestions for improvement. The score on an individual assessment does not represent a trainee’s overall ability.

2.4 Can one bad assessment have a negative impact on a doctor’s career?

A further misunderstanding related to the ‘mini-exam’ concept is that doing badly in an assessment will have a negative impact on a doctor’s career. For assessors, a common reason given for not using the lower part of the scale on WPBA, is a desire to avoid negative consequences for the trainee. Trainees are concerned about scoring low marks and do not like being told they are ‘average’. In a competitive environment they want to score ‘top marks’ in all assessments. This has led to many assessments being completed towards the end of the year when trainees have had more experience and feel they are able to perform better. This negates the primary purpose of the assessments in guiding the development of the trainee.

Many of the descriptors used for the assessments specify the standard to be expected at the end of a particular period of training or for independent practice. It is not likely or anticipated that a junior trainee will attain this level early in the placement, and trainees should not be disheartened if they do not do so. One advantage of using scales which set the standard at the end of a period of training is that it allows a trainee to show progression through training. This may well be more valuable than attaining high marks throughout.

As previously discussed, performance is context specific and an individual assessment is not a reliable measure of performance and should not be viewed in isolation. Any serious concerns raised during an assessment may prompt further enquiry by the educational supervisor, but cannot, without supporting evidence form the basis for any remedial action.

Although WPBA is primarily for aiding development, nonetheless judgements of progress still need to be made. For the reasons outlined above, it is not usually feasible to have a completely separate set of assessments solely for the purpose of making judgements, and the same assessments will need to serve both purposes.

2.5 Uncertainty about how the outcomes of WPBA will be used

Assessment drives learning, and a well thought out and implemented system of performance assessment is an opportunity to encourage trainees to develop. Using WPBA can provide a structure to facilitate feedback and does encourage trainers to make recommendations about performance.16,17 The existing WPBA have been predominantly designed to provide formative feedback, not to make high stakes, summative decisions about progress or promotion. However, these decisions do need to be made using all available information, including WPBAs.

Participation in WPBA and the assessment outcomes may contribute to progress decisions made as part of the Annual Review of Competence Progression (ARCP) process and for eligibility for the award of a Certificate of Completion of Training (CCT). Those involved in making these decisions need to understand the properties of the individual assessment methods and the numbers needed for the results to be reliable. An individual assessment result should not be taken out of context.

Trainees need to understand how the results of assessments will be used and each specialty should have clear statements to this effect as part of the curriculum and introduction to the assessment system. If trainees feel they need to score highly throughout they will be reluctant to seek out the more challenging cases, from which they may learn more.

2.6 Can WPBA results be used for ranking?

One specific area of uncertainty and much controversy is the use of WPBA in recruitment and selection into specialty training posts. The collapse of the Medical Training Application Service (MTAS) process and associated problems have been well documented15,16,17 and have led to concern and confusion about the use of WPBA for ranking and selection purposes.

The WPBA instruments are primarily formative; they were not developed to be used for selection and are not validated for this purpose. WPBA may be used to demonstrate that the required competencies have been met, and a well organised portfolio may reflect a committed and enthusiastic candidate but this needs further investigation. Neither are the WPBA instruments suitable to be used for ranking. Although the individual results of Multisource feedback can be presented alongside the means for the relevant cohort (medical school year, foundation trainees etc), this is to give the trainee an idea of his or her place amongst the group and guide areas for improvement rather than to provide an external ranking.
2.7 WPBA is frequently seen as a ‘tick box’ exercise.

WPBA has attracted much criticism, one of the main complaints being that it is a ‘tick box’ exercise which dumbs down medical training. This may be partly because of the association with competency-based training, and mistrust of the principles and implementation of Modernising Medical Careers as a whole.

Further factors which have contributed to this attitude include:

- The requirement for a minimum number of assessments. This reinforces the perception that WPBA is another hurdle to be jumped rather than an integral part of training which may be useful for personal development. There are good reasons for having a minimum number of assessments, including reliability, defensibility, transparency and to detect deterioration over time.

- Rushed implementation has meant assessors are inadequately trained and trainees are not familiar with the assessment strategy.

- Many of those completing the assessments do not understand the purpose of the assessment and the need for constructive feedback.

- The assessments are not valued and are felt to be too simplistic. Seen as an imposed process by both trainees and trainers, they are therefore not completed effectively.

- They are seen to assess mundane tasks at which the trainee is already competent, such as phlebotomy. This is particularly an issue for the more senior specialist trainees for whom WPBA has been introduced part of the way through their training. There have been reports of middle grades asking more junior doctors to complete Directly Observed Procedural Skills (DOPS) for such procedures.

2.8 Assessments are seen as separate from, and an addition to, the normal workload.

The clinical day is already more than full, any addition to this workload is going to be difficult to achieve. Assessment does not take place in isolation; WPBAs are designed to assess aspects of what a doctor does as part of their daily workload. The value comes from assessing how doctors perform in the normal day to day setting. The more WPBA is integrated into routine practice the better the validity of the assessment. Further, the more the assessments are part of routine practice the greater the potential for realistic and useful feedback.

However, in order for assessment to be integrated into routine practice there needs to be a culture change. Ideally, in a training environment, all clinical encounters should provide an opportunity for feedback. When mini-CEX was originally developed, the cases used were not selected or prepared as it was designed to be part of routine practice, e.g. the first case of the day in outpatients. This impromptu assessment can only be achieved with full integration into routine working and will only happen if the assessment and feedback is seen as useful by the trainees, moving away from the exam mentality. Integrating WPBA will help move away from the ‘tick box’ attitude that currently exists and prevent the problems associated with assessments being postponed to the end of the year.

2.9 Every component of the curriculum must be assessed.

Recommendation:

- It is neither possible nor desirable to formally assess each individual competency at every stage of training.

Any assessment used as part of medical training needs to be reliable (i.e. reproducible – if the same candidate were to take the same assessment again, the same result would be obtained). For traditional assessments this may be achieved by increasing the number of test items, such as the number of multiple choice questions (MCQs) or the number of stations in an OSCE. As previously discussed performance assessment is both time and context specific with variability between cases, on the same case over time and between assessors.

This means that in order to attain reliable results for WPBA, multiple observations using multiple assessors are required. The assessment instruments have been evaluated in trials to identify the numbers required for results to be reliable. In reality this needs to be interpreted in a way which can be managed within the clinical environment. All assessment systems associated with the new specialty curricula are mapped to both the curriculum which is itself organised within the domains of Good Medical Practice (GMP) in a process known as blueprinting. This ensures that assessments sample across the domains of GMP and the areas covered by the curriculum. A more detailed description of blueprinting and reliability is given in the PMETB guide to developing and maintaining an assessment system.

In practice this means that assessments need to cover a wide range of clinical topics and skills. In this way a representative picture can be developed without assessing every single clinical scenario. A vital role of the supervisor is to work with the trainee to ensure appropriate sampling across GMP and the relevant specialty curriculum.

2.10 Uncertainty among assessors of the standard required.

The descriptors used for similar assessments developed for use at different grades and by different specialties vary. Some use the standard expected of a trainee at their level of training, some the standard expected at the end of a particular period of training and others that required for independent practice. In addition some scales use numerical values alongside...
text descriptors whilst others have no numerical score. Consequently assessors are unclear about how to mark using the forms available.

Assessors are more comfortable making judgments with which they are familiar. Assessments that use scales with ‘at the level of independent practice’ as the outcome can be very reliable with a few observations. There is a strong argument for moving away from numerical scales toward more specific text descriptors. The use of numerical scores may lead to an inappropriate statistical manipulation of assessment results, thus lending a spurious scientific validity to what are essentially subjective judgements of professional behaviour by competent experts.
When designing an assessment system it is vital that the purpose of the assessment is clearly defined at the outset. The purpose of the assessment system will determine:

• the choice of instruments used
• the way in which they are combined
• the number of observations required
• how the outputs are used to make decisions.

Instruments cannot be chosen purely for their reliability or ease of use.

For individuals to engage successfully with WPBA there must be a benefit perceived by trainees, assessors and trainers. Effective communication will help to ensure that participants in the assessment process understand the purpose of assessment and their role in achieving that goal (e.g. giving feedback). Any concerns about how assessment outcomes information will be used must also be addressed.

The purposes and benefits of assessment will be different for the individual being assessed, the training programme, and the employer/public. Some of the purposes will be common, but where there is divergence there is potential for conflict, particularly between the formative and summative roles of assessment.

The majority of WPBA instruments are designed to be formative in nature, to provide an opportunity for constructive feedback and the development of learning objectives. It will still be necessary, however, to make summative judgements (e.g. at annual review), and there remains a lack of clarity about how data collected in a formative interaction can be used summatively. This leads to difficulty for supervisors who may have the dual role of teacher and assessor. Trainees are unlikely to embrace the assessments as an opportunity to challenge themselves if a less than perfect result could be used to inform summative decisions about their progression or selection.

Discussion at the WPBA forum identified the following possible purposes of assessment for three different stakeholders, the individual, the training programme and the employer/public.

Purpose and benefits of assessment for the individual:

• Providing feedback
• Providing motivation through positive feedback
• Encouraging an aspiration to mastery
• Promoting learning and informing learning objectives

Purpose and benefits of assessment for the training programme:

• Demonstrating trainee progression
• Contributing evidence for summative decision making at the ARCP, and providing evidence for appeals
• Identifying the doctor in difficulty
• Providing data to support decisions involving trainees in difficulty. Such decisions need to be defensible and made using robust information
• Providing information when designing remediation packages
• Identifying patterns of behaviour. The level of engagement with the assessment process appears to be an index of commitment and possibly of ability. There are likely to be differences in behaviour between good and poor trainees - strong trainees will actively seek (presumably positive) feedback and the weak may not, only participating in the minimum number of assessments.

Purpose of assessment for the employer/public:

• Ensuring practitioners are competent
• Encouraging excellence.
Recommendations:

- The purposes of any assessment method and system needs to be clearly defined and communicated to all participants.

- The main purpose of WPBA is to help trainees identify areas for improvement and is thus formative not summative.

- When an individual WPBA is to be used summatively then the purpose must be clearly defined to the trainee and assessors in advance, trained assessors must be used and an adequate number of assessments made by differing assessors to obtain a valid judgement.
There has been increasing organisational and research interest in the assessment of performance of medical practitioners, both in the UK and internationally. In the UK all specialties and the foundation programme have new curricula and assessment systems currently being followed by trainees. A great deal of work has gone into the development of the assessment systems and further work is ongoing to revise the assessment systems to meet all of the PMETB principles for 2010. In 2008, these principles, based on best practice and the available literature, were revised and incorporated into the PMETB standards.

This section aims to discuss the steps required in the development of a reliable, well validated and defensible performance assessment system. The discussion is primarily aimed at Colleges and Faculties, but will be of interest to other stakeholders including Deaneries and Specialist Advisory Committees. There is currently a considerable variation in the provision and infrastructure of Colleges and Faculties for the development of WPBA.

Although the process described here represents an ideal that may not always be achievable, the basic steps need to be followed – it is not possible to pick a package of assessments off the shelf and expect them to work in a new situation or specialty. Adequate consideration needs to be given to all factors including the purpose of the assessments, the mechanisms of development and delivery, and how they align with the aims of the curriculum.

### 4.1 Structure

Developing and delivering curricula and assessment systems is a significant challenge, requiring adequate resources and infrastructure. Colleges already have an extensive and well developed structure for delivering membership exams; this is viewed as an important part of the role of the college in maintaining standards. The properties of performance assessment in the workplace are very distinct from those of the membership exams, and it is important that WPBA is addressed as a major part of an overall assessment package.

It is recommended that Colleges and specialties give consideration to the following factors:

- **Leadership:** there should be an identified individual in each College with specific responsibility for WPBA. This role needs to be clearly differentiated from exam support although there may be an overlap in personnel. A suggested person specification has been developed stressing the importance of appointing an individual with the seniority to lead and drive the process forward (Annex 1)
- **Personnel:** appropriate support will be required, both for the development process and, following implementation, for the maintenance of assessment programmes. This may include:
  - Clerical support, for the individuals developing and designing assessment, and dealing with queries from trainees
  - Data manager. WPBA generates large amounts of data which need to be managed
  - Psychometric and statistical support – again for the initial development then ongoing evaluation. Each College is unlikely to be able to resource this internally; sharing expertise through the AoMRC could help
  - IT support to ensure the incorporation of the assessments in an e-portfolio
- **Policy:** each College needs to consider their policy with respect to WPBA and the data generated on:
  - Data protection. Trainees need to have confidence in how their data will be used, and future litigation is a possibility
  - Data ownership
  - Evaluation and research – these are closely linked. Ongoing evaluation of the assessment programme is vital. The data may also be used for research, to contribute to the growing evidence base on the utility of WPBA in new contexts
  - Who is responsible for delivering assessments
  - How the results are to be used
  - Who is eligible to act as an assessor
- **Links:** It is important that the structure within each college has close links with other organisations involved in the development and quality assurance of assessment systems. The ideal is to share information, experience and best practice, and to promote a coordinated approach. The following organisations all have a role:
  - AoMRC
  - Deaneries and SHAs
  - PMETB
  - General Medical Council (GMC)
  - National Clinical Assessment Service (NCAS)
  - NHSMEE, NES and Northern Irish and Welsh equivalents
- **Finance:** Each College / Faculty will need to identify a budget stream to deliver their assessment responsibilities.
4.2 Process

Those involved in the actual development of the assessment systems will need to consider a number of issues. There are many ways of looking at this process, here we describe a framework which divides the process into a number of steps.13

4.2.1 Step 1: Define the content to be assessed, and the focus of the assessment

The first step is to decide what is to be assessed. Assessment drives learning20,31 and assessments must be designed to encourage trainees to learn and adopt desirable skills and behaviours. For WPBA, this raises a significant challenge in defining what makes a good doctor. In the UK the GMC has produced the document ‘Good Medical Practice’ (GMP) which sets out the principles and values on which good practice is founded. These principles together describe medical professionalism in action and are divided into seven domains.32 Good Medical Practice is the chosen anchor of PMETB which will provide a framework for all curricular and assessment systems.24

Defining a good doctor is a major and global challenge. The Royal College of Physicians and Surgeons of Canada have developed the CanMEDS framework33 which identifies the different roles of a physician and the key competencies associated with each role. The Accreditation Council for Graduate Medical Education (ACGME) and the American Board of Medical Specialties (ABMS) in the USA have jointly focused on the outcome for their trainees: the “outcomes project.”21,24 Six domains of competence have been identified: patient care, medical knowledge, practice-based learning and improvement, interpersonal and communication skills, professionalism, and systems based practice.

For trainees the content to be assessed will also be directed by the curriculum, and in practice most specialty assessment systems are mapped to Good Medical Practice, as is the relevant curriculum. The new curricula are competency-based, and each College has been through a process of defining the competencies specific to its specialty. Although there are differences between specialties, much of what doctors do is common to all. The AoMRC and the NHS Institute for Innovation and Improvement has developed a Medical Leadership Framework and Competencies which may become common to all specialties and is also identifying generic components which need to be in all curricula. Assessing such non-clinical competencies presents a challenge.

Alongside these efforts, the role of clinicians as part of the healthcare team remains in evolution. Sir John Tooke’s review into MMC ‘Aspiring to Excellence’, concludes that there needs to be ‘common shared understanding of the roles of all doctors in the contemporary healthcare team.’13

4.2.2 Step 2: Define the purpose of assessment

Once the content has been identified the next question to ask is “Why are we assessing the trainee on this topic/skill/behaviour?” or “What is the purpose of the assessment?” The specific purpose of any assessment will dictate the choice of assessment instrument and the way in which the results can be used. The purpose of assessment has been discussed in Chapter 3.

4.2.3 Step 3: The blue printing process

How a doctor delivers clinical care and functions within the healthcare team is highly complex and there is no single assessment method capable of assessing all facets of a clinician’s ability.24 It is necessary to use a combination of methods all designed to assess different aspects of performance.26,31 For example, testing of knowledge can be achieved through written exams including MCQs, whilst assessment of more practical skills such as communication will require direct observation. The methods chosen may overlap and provide complementary evidence to a doctor’s overall competence (triangulation).

It is a standard of PMETB that all assessment be referenced to GMP and the approved curriculum.25 Blueprinting involves creating an assessment system that ensures all the attributes of GMP have been tested, along with important aspects of the curriculum. How each domain of good practice is to be assessed must be clear. The aim is to maximise the efficiency of the assessment package by reducing duplication, but making sure there is appropriate assessment over all of the domains of practice. Each domain must be assessed separately as they represent independent constructs, and improved performance in one domain does not necessarily mean improved performance in another.26

An effective way of presenting the assessment blueprint is in tabular form with the assessment methods mapped against GMP and the curriculum domains. A summary of all the currently approved blueprints are on the PMETB website. http://www.pmetb.org.uk/index.php?id=approvedcurricula

It is not realistic to assess every trainee on every aspect of the curriculum. The varieties of situations in which a clinician must work along with the range of clinical conditions make this impossible. It is therefore important to sample across the curriculum ensuring an appropriate mix of attributes has been tested and that all domains of GMP have been assessed. The weighting of each component of the assessment system in making an overall judgment about an individual trainee must be specified. The assessment system must be designed such that each trainee may be assessed on any component of the curriculum to encourage a wide breath of learning.
4.2.4 Step 4: Choose or develop methods

Part of the blueprinting process involves identifying the assessment methods which will make up the assessment system. There has been a proliferation of WPBA instruments being developed and implemented across postgraduate medical training in the UK. This includes variation both between, and within specialties at different levels of training. One example has been the geographical variation within the Foundation programme in the form of MSF in use. This made it difficult to transfer assessment outcomes across discipline and may have caused confusion for both trainees and assessors as trainees rotated through different specialties or geographies. Many of these methods are well established internationally, others have been recently developed specifically for training programmes in the UK.\(^\text{17,39}\)

In addition there are many instruments in development to fill gaps in the blueprints where there are no existing methods. Table 1 below, gives a summary of the WPBA methods, and the table at Annex 2 illustrates the methods which make up the assessment systems being used by all specialties and the Foundation Programme.

**TABLE 1: WORKPLACE BASED ASSESSMENT METHODS**

<table>
<thead>
<tr>
<th>MULTISOURCE FEEDBACK (MSF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Colleagues, clinical and non-clinical</td>
</tr>
<tr>
<td>• Patient ratings</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>DIRECT OBSERVATION</td>
</tr>
<tr>
<td>• Videoed Consultations</td>
</tr>
<tr>
<td>• Directly Observed Procedural skills (DOPS)</td>
</tr>
<tr>
<td>• Procedure based assessment (PBA)</td>
</tr>
<tr>
<td>• Mini-clinical evaluation exercise (mini-CEX)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>ROUTINELY GENERATED DATA</td>
</tr>
<tr>
<td>• Significant event reporting</td>
</tr>
<tr>
<td>• Clinical Audit</td>
</tr>
<tr>
<td>• Morbidity and mortality data</td>
</tr>
<tr>
<td>• Prescribing habits</td>
</tr>
<tr>
<td>• Case based discussion (CBD)</td>
</tr>
<tr>
<td>• Correspondence – SAIL</td>
</tr>
<tr>
<td>• Surgical reporting systems</td>
</tr>
<tr>
<td>• Critical incident review</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>COVERT SIMULATED PATIENTS</td>
</tr>
</tbody>
</table>

ORAL PRESENTATIONS

Colleges have often developed their own assessment instruments for specific purposes. The choice of assessment instrument will be driven by the pre-defined purpose and focus of the assessment. Individual assessments are context specific\(^\text{15,14,37}\) and will need to be adapted to align with the curricular objectives and the needs of the individual specialty.\(^\text{38,42}\) For example the same MSF instrument does not behave consistently across disciplines due to the varying mix of available raters.\(^\text{11}\) The content to be assessed will vary, and by necessity so will the instruments chosen to make up the assessment system. There are differences between specialties in the attributes deemed important, for example procedural ability and decisiveness for Surgeons or report writing for Pathologists.

Differences exist between the performances expected of a doctor as they progress through training. For domains such as professionalism, different components are important at differing stages of a career,\(^\text{11}\) with leadership and decision making being more relevant for the more senior trainee. Assessment instruments will need to be able to adapt to these requirements, or different assessment instruments may be required.

Even within a fairly narrow context, such as the assessment of procedural skills, the defined purpose of assessment may differ. For example the Royal College of Obstetrics and Gynaecology use assessment to decide when the trainee is ready to move to independent practice (five successful assessments for a specified procedure, with at least two different assessors one of whom must be a consultant). Whereas the assessment system designed by the Intercollegiate Surgical Curriculum Programme (ISCP) follows a trajectory through training. The trainee and the educational supervisor meet at the beginning of each attachment to review the portfolio and decide objectives and which procedural assessments should be met during that attachment.

Whilst it is necessary for specialties to devise and evaluate their own assessment systems there are potential areas to develop commonality. A number of possible advantages were identified during the joint Forum. These included:

• Cost efficiency
• Transparency
• Improving the training of assessors
• Working towards transferable assessments.

Resources for developing assessment systems are limited and using a collaborative approach would make the most efficient use of the resources available (both financial and human). There are cost benefits in jointly developing and trialling new instruments as well as in the ongoing administration and evaluation of existing programmes. The process for ensuring doctors are fit to practice and striving to improve needs to be transparent and understandable to the wider public, and this is easier to achieve with a simpler more standardised system.

However, for successful implementation of WPBA, development and implementation of instruments must
be specific to specialties and integrated into the curriculum. Desirable though standardisation may be, a top-down approach will not achieve results, and harmonisation of methods must develop in time through the sharing of experience.

Each assessment method has its own advantages and disadvantages. A useful framework for evaluating each method is the utility index described by Van Der Vleuten. The index includes five components:

- Educational impact
- Validity
- Reliability
- Cost efficiency
- Acceptability.

This is further discussed in the PMETB document ‘Developing and Maintaining an assessment system.’ There will need to be a compromise between these components and the relative importance of each factor will depend on the purpose of the assessment. For high stakes test of knowledge such as membership exams ensuring high reliability is vital. However, for performance assessment the need for validity and authenticity may sometimes be more important than the reliability coefficient. PMETB have acknowledged the difficulties in producing accurate measures of reliability for WPBA and have encouraged the use of utility when assessing compliance with PMETB standards. A range of different and complementary assessment methods will be required, with the further advantage of providing triangulation of evidence.

Feasibility is not specifically part of the original utility index but is implicit in the factors of cost efficiency and acceptability. Postgraduate training programmes in the UK involve a large number of individuals who will all need to contribute to the assessment process. In the context of implementing performance assessment in the workplace, feasibility is very important. Clinicians have many conflicting demands and limited time to spend on educational activities. The assessments need to be achievable within the time available, and those involved need to believe that the time is well spent. The overall assessment burden must be calculated. Methods that fit into normal routines and work patterns are more likely to be successfully implemented. The demands imposed upon the assessor and trainee by the assessment system must be realistic, otherwise there is a significant risk the assessments will be conducted poorly, the benefits will be lost and the system will fail.

A summary of the evidence for the most commonly used assessment methods is presented at the end of this report along with a discussion of their advantages and disadvantages (Appendices A to D).

All of these considerations will need to be taken into account when deciding which instruments to use as part of an assessment system. One attraction of using existing methods is that many are well characterised and fairly extensively evaluated. A note of caution however, the reliability and validity of any particular assessment method is not intrinsic to the instrument but is but a product of subject and judge variation when applying the instrument or method in a particular context. Furthermore, we are interested in the reliability and validity of the judgment or decision made on the basis of information obtained as a result of the assessment, and not of the instrument itself. This means that one cannot guarantee the same reliability with every implementation, and each instrument will need to be re-evaluated when used in a new context. Reassuringly both MSF and mini-CEX have proved to be adaptable and have been used in a number of different clinical settings and specialties with similar results for reliability and validity.

From a practical perspective Colleges and Faculties need to make progress with developing comprehensive assessment systems and do not necessarily have the time or resources for detailed re-evaluation prior to implementation. It is recommended that the following diminishingly important set of four criteria is used when choosing their instruments. Further evaluation of reliability can then be undertaken as part of the quality management process.

- Does it measure what is intended? (as defined by the curriculum)
- Is it feasible to implement? (taking into consideration time and resources)
- Can it provide for all the intended purposes? (feedback profiles, etc)
- Has it undergone evaluation and proved satisfactory in another context?

Once chosen and implemented, every method/instrument requires quality management evaluation in two phases. First, is it feasible to use in this new context? If yes, does it achieve satisfactory reliability in this context?

It is possible to spend time and resources debating specific aspects of assessment design such as the relative merits of different rating scales, the number of items making up an assessment, and the wording of descriptors. In general, increasing the number of observations will have a greater impact on improving reliability than increasing the number of items. The wording of descriptors is important as the standard expected will be implicit in the descriptors used.

Recommendation:

- Assessments should move from use of numerical values to the standard expected at the end of a period of training or that required for independent practice.
4.2.5 Step 5: Train Assessors

Training of all assessors is essential for the reliable use of WPBA. The training ideally should be face-to-face, but in some circumstances will need to be simplified to written or electronic media given the large number and variety of assessors used. No assessor should be allowed to grade a trainee’s performance without having been trained in that assessment method and how to provide constructive feedback. Both the trainee and the assessor need to understand the purpose of WPBA as a formative instrument, the importance of the assessment as a learning opportunity and how the data generated will be used, including making progress decisions.

Recommendation:
• All assessors should be trained to improve the standards of WPBA delivery.

4.2.6 Step 6: Standard setting

Once the characteristics of a good doctor have been identified, and the blueprinting process is complete, standards need to be set against which to target assessment. Ultimately all attempts to assess standards for medical practice will involve making a judgement and the value of the assessment methods used lies in the defensibility of that judgment.47

There is much concern about setting standards for workplace based assessments. In trying to address these concerns it is first necessary to define the different types of standard.

• Quality standards
  — of individual assessment methods
  — of assessment system design
  — of assessment delivery

• Performance standards.

4.2.6.1 Quality Standards

The standards set out in the PMETB document ‘Standards for Curricula and Assessment systems’ provide a model of quality standards for the development of Workplace Based Assessment systems. This includes defining the purpose of the assessments and blueprinting the system against the curricula and GMP. The overall system must be defensible, transparent and secure. Furthermore, there are quality standards for individual assessment methods; they must be reliable, valid, and fair. The document ‘Developing and Maintaining an assessment system – a PMETB guide to good practice’ gives a good overview of all of these concepts.

PMETB has a statutory role in quality assuring the assessment systems and all Colleges and Faculties are required to comply with the principles by 2010. However, the AoMRC also has a role in helping Colleges and Faculties achieve a consistent and high standard in the process of assessment system design and development. One mechanism for this is the institution of forum in WPBA with the aim of sharing expertise and providing practical and ongoing guidance and support for those involved in devising and maintaining assessment programmes. The first forum, jointly hosted by AoMRC and PMETB, was held in April 2008. Possible formats for such a forum might include the use of electronic resources and online discussion, though an element of face to face contact is needed to maximise potential gains.

Potential advantages of a forum include:
• Reducing the duplication of effort in developing assessment systems
• Facilitating the development of new assessment instruments
• Pooling experience and expertise in developing training programs for assessors
• Increasing the opportunity to utilise expert support
• Harmonising the quality of workplace based assessment
• Allowing peer review for quality assurance
• Providing a consistent approach to the purpose of assessment across specialties
• Helping to achieve a consistent high standard of assessment design and evaluation by providing advice and support
• Sharing good practice in the development of assessment systems — Educational, Statistical, Psychometric.

Recommendation:
• An ongoing Workplace Based Assessment Forum should be established to share expertise between Colleges, Faculties, regulators and Deans to achieve the highest standards of assessment systems.

Even the most meticulously designed and validated assessment system or instrument loses value if it is not delivered appropriately. The formative impact is lost if no feedback is given, and a trainee is unable to demonstrate progression if all assessments are completed immediately prior to the ARCP. Currently there are significant problems with the implementation of the new WPBAs with many anecdotal examples of bad assessment practice reported by Foundation School leads, trainee surveys and by delegates attending WPBA training sessions.
4.2.6.2 Performance Standards

Participants in assessments must achieve certain performance standards in order to pass the various assessment thresholds. It is unrealistic to attempt to set explicit criteria for performance standards for every competency identified in every specialty curriculum and at every level of training. This represents a reductive approach that is inappropriate when using the expert experience of the assessor in coming to a judgement on professional behaviour. Furthermore, the development of a single common standard across specialties is likely to remain a futile ambition, as the pre-defined purposes of assessment will vary across specialties and WPBAs are very context-specific and will behave differently.

Assessors should use rational and defensible methods to set performance standards, but there is rarely an empirical basis for standards-setting. When considering performance standards there are a number of issues to consider.

• Are the potential assessment outcomes linear (varying degrees of too poor, borderline, varying degrees of good) or diagnostic (a problem with insight, a problem with social and communication skills, no performance problems, etc.)?

• If linear, is it appropriate to aggregate the components of the assessment, or do they actually measure different aspects of performance as a profile?

• For each element in the final profile, is performance being judged against an intended absolute standard (whether or not this can be described in terms of clear criteria), or is it being judged relative to other participants?

• If relative, on what basis should the proportion of participants passing each threshold be defined?

• If absolute, is the standard based on assessment content (e.g. a borderline candidate will be able to answer question x or perform task y) or an observer response (that was better than borderline, and that wasn’t)? The literature names and describes various systems for each.

• If absolute, will the assessment outcome correct for assessment precision (borderline +2 Standard Errors of Measurement (SEM), borderline -1 SEM etc.)?

Within each dimension the assessments should be referenced against absolute standards. In many cases, because of the highly complex and integrated nature of the tasks, these will have to be based on observer response standards that are difficult or impossible to express in terms of clear criteria. By deciding on the level of supervision required for a particular surgical procedure, in running the acute medical take, or reporting on CT scans, clinicians regularly make judgements about the ability of their trainees, and are comfortable in doing so. These expert judgements are based on previous experience of many trainees contributing to the development of the observer’s own absolute standard of what is expected of a trainee at that particular point in training. “Realistic criterion referenced standards are, in the end, normative” and based on the experience of the assessor or standard setting panel.

4.2.7 Step 7: Reporting and review system

Once the assessment system is in place there needs to be a system for evaluation and review as part of the ongoing quality assurance process. Colleges need to demonstrate compliance with the quality indicators set out by PMETB.
5. THE ROLE OF THE SUPERVISOR IN WPBA

As WPBA becomes accepted as an essential part of the culture of quality training, the role of the trainer will require further development, with both the trainee and the trainer adopting a new and professional approach to the assessments. This section explores the relationships between the various roles involved in trainee supervision at the local level.

All doctors have a responsibility for teaching, training and assessing as outlined in Good Medical Practice, and some will take on the additional role of supervisor. The process of WPBA is intended to be trainee-led and the relationship between trainee and supervisor a balanced one. For this to be successful a level of maturity is required of the trainee, who needs to seek out the trainer and arrange times to meet. This will involve an evolution in the traditional relationship between junior doctor and supervisor, from a parental approach to an adult/adult relationship, one in which juniors are viewed as colleagues. In order to ease the transition into postgraduate training trainees should be encouraged to develop a level of responsibility for their own learning during undergraduate education.

At present there is inconsistency in the nomenclature used for the roles and the structures of supervision, with different definitions used by some specialties and deaneries. This is a source of confusion, particularly at points of transition such as the start of specialty training or if a trainee moves between deaneries. The PMETB survey of trainers highlighted this inconsistency, finding many areas of overlap in the roles of those who considered themselves to be either educational or clinical supervisors.

As part of the Quality Framework Operational Guide PMETB have redefined the roles of Clinical and Educational Supervisor (www.pmetb.org.uk):

- **Clinical Supervisor (CS)**
  A trainer who is selected and appropriately trained to be responsible for overseeing a specified trainee’s clinical work and providing constructive feedback during a training placement. Some training schemes appoint an Educational Supervisor for each placement. The roles of Clinical and Educational Supervisor may then be merged

- **Educational Supervisor (ES)**
  A trainer who is selected and appropriately trained to be responsible for the overall supervision and management of a specified trainee’s educational progress during a training placement or series of placements. The Educational Supervisor is responsible for the trainee’s Educational Agreement.

For WPBA to succeed, it is important that appropriate levels of supervision are provided at each stage of development. There is considerable variation both in the clinical practice of different specialties and in the levels of supervision required at each stage. It is vital that there is a named individual at consultant level who is responsible for overseeing a trainee’s educational progress.

**Recommendation:**

- There needs to be consensus on the definition of the roles of supervision, and the nomenclature used to describe them, to avoid confusion and help identify training needs.

The initial meeting between the trainee and the ES is very important, setting the tone for future interactions, letting the trainee know what is expected of them and that they are responsible for leading their own development and ensuring they complete the assessments.

However, although WPBA is designed to be trainee led, this does not absolve the trainer of responsibility. Neither does it absolve the College Tutor and Deanery.

Specifically in relation to WPBA, the ES has a role in:

- Ensuring that sampling is appropriate. For the assessments to be reliable and overcome problems with case specificity there must be multiple observations, by multiple observers, over time. There is potential for poor trainees with insight – the conscious incompetent, to lack of trainee engagement or organisational factors including a difficulty in finding people willing to assess). The ES may be able to help, and should seek to prevent trainees leaving assessments to the last minute

- Intervening if assessments are not happening (either due to lack of trainee engagement or organisational factors including a difficulty in finding people willing to assess). The ES should be able to help, and should seek to prevent trainees leaving assessments to the last minute

- Reviewing assessment outcomes and formulating development plans. This includes interpreting the results and investigating any concerns raised

- The outcomes of WPBA should inform the appraisal process, with clear learning goals being agreed, and a clear understanding of the purpose of assessment and the supervisor’s dual role as teacher and assessor

- Providing feedback, including the reports of an MSF assessment. The trainee’s response to feedback is dependent on the quality of that feedback. This is important if MSF is to stimulate a change in practice.
Identifying and helping trainees in difficulty. This is one of the purposes of WPBA. The ES may provide initial help and advice for the trainee, and, if further action is needed, provide evidence for the Deanery.

Liaising with College Tutor/Foundation lead/Deanery, particularly when there are problems.

In order to fulfil this role effectively, Supervisors need to be trained in how to use the individual assessment instruments and be familiar with the purpose and characteristics of the assessment systems and the curricula they support.

The integrity of both assessors and of the process is also crucial, to prevent abuse of the system. A strategy for training the trainers and the development of common standards for training assessors may help improve the integrity of the process. Assessors and supervisors need training and support especially when there are concerns about performance requiring negative feedback. Mechanisms to provide such support should be in place both at hospital level and within the Deanery network. Consistency is required in making defensible judgements.

A common concern is the lack of resources and recognition for WPBA, which has significantly impacted on its development and implementation. This is supported by the PMETB trainers survey which found that over half of training programme directors have not been appraised for their educational duties. The training and assessment of the medical workforce is important, and it must be adequately resourced and contributions rewarded. Resources are needed at both a national level for development and at a local level for successful implementation.

At the local level employers may not recognise the workload of educational roles such as educational supervisor, which should be have adequate time in the job plan. A lack of recognition for educational roles together with a de-motivated workforce is leading to reluctance to engage with the process of assessment and supervision, which in turn is seen as having been imposed without full evaluation.

**Recommendations:**

- **Employers should recognise the substantial contribution to the training and productivity of the workforce made by Supervisors and Clinician Assessors.** Adequate time to complete assessments effectively should be written into their job plans and it is recommended that Educational Supervisors receive at least 0.25 PAs/trainee and Clinical Supervisors 0.25 PAs/trainee. Training excellence should be recognised and rewarded.

- **Colleges, Faculties and the Foundation Programme should have a clear plan for the further development and implementation of WPBA and a strategy to achieve wider acceptance of this approach.**

- **There should be clear support mechanisms in place through local structures and the Deaneries to support supervisors in dealing with poorly performing trainees.**
Reforms to postgraduate training as a result of MMC have led to a much greater focus on workplace-based assessment. All Colleges and Faculties have now submitted their assessment systems for specialty trainees to PMETB for approval. A significant amount of time and effort has gone into this process; however, this is just the beginning of the road towards developing a well validated, reliable, defensible assessment system. PMETB has evaluated the assessment systems against principles one, two and five of the ‘Principles for an Assessment System for Postgraduate Medical Training’ (published September 2004). Colleges and Faculties will need to comply with all nine principles by 2009. This is going to be a major challenge over the next few years and there is scope for greater co-operation between Colleges to help in the achievement of this goal.

A key step in the ongoing development of postgraduate assessment is for Colleges and Faculties to appoint an individual who has responsibility for leading and overseeing this process. This does not necessarily need to be a clinician, but be an individual who has the seniority and credibility required to drive the development process forward. Some Colleges already have such an individual and the AoMRC Assessment Committee would like to stress the importance of appointing a lead for WPBA, to coordinate the development of assessment strategy. Colleges will also need to give considerable attention and thought to the administrative and governance structure required to deliver a comprehensive, defensible assessment strategy.

Some possible considerations when developing a personal specification for a WPBA lead:

**Essential attributes:**

- Significant interest in postgraduate education
- A sound knowledge of the regulatory framework governing postgraduate medical education and the certification process for doctors completing higher specialist training
- Expertise in assessment methodology, particularly workplace-based assessments
- Familiarity with the College / Faculties’ curricula and associated assessment strategy
- The ability to work closely with the Examination and Training departments or the equivalent within each College / Faculty.

**Principle responsibilities:**

- To continue to develop an assessment strategy with particular reference to WPBA
- To ensure that the assessment strategy meets all the PMETB’s Principles for Assessments

- To advise on projects piloting new methods of assessment to establish an evidence base
- To set standards through competency based frameworks for assessment
- To liaise with PMETB, MMC, the Academy of Medical Royal Colleges and other organisations involved in training and assessment
- To be responsible for the development of processes for the training and performance monitoring of assessors with reference to work place based assessment
- To ensure that appropriate measures are in place for the quality assurance of the WPBA tools used
- To ensure integration of WPBA with other assessment methods.
# Annex 2: Table of Assessments Used by Each Speciality Including the Recommended Numbers

<table>
<thead>
<tr>
<th></th>
<th>Anaesthetics</th>
<th>ITU</th>
<th>General Practice</th>
<th>Emergency Medicine</th>
<th>Public Health</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DOPS</strong></td>
<td>Yes 12</td>
<td>Yes</td>
<td>Yes As appropriate</td>
<td>Yes 4-6</td>
<td>Direct Observation</td>
</tr>
<tr>
<td><strong>Other Assessment of Procedure</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mini CEX</strong></td>
<td>Anaes CEX 8</td>
<td>Yes</td>
<td>Yes (in hospital posts) 6</td>
<td>Yes 4-6</td>
<td></td>
</tr>
<tr>
<td><strong>CBD</strong></td>
<td>Yes 4</td>
<td>Yes</td>
<td>Yes 6</td>
<td>Yes 4-6</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>MSF</strong></td>
<td>Yes 2/Year</td>
<td>Yes</td>
<td>Yes ≈1/year</td>
<td>Based on SPRAT ≥1/year</td>
<td>Yes 1 in total</td>
</tr>
<tr>
<td><strong>SAIL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Patient Satisfaction Questionnaire</strong></td>
<td>Yes 2-3 in total</td>
<td></td>
<td>Yes 2-3 in total</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Portfolio</strong></td>
<td>Yes</td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes – and log book</td>
</tr>
<tr>
<td><strong>Teaching</strong></td>
<td></td>
<td></td>
<td></td>
<td>Yes – tools not clear</td>
<td></td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td>Annual assessment of attitude and behaviour (AAAB)</td>
<td>Plus primary specialty AAAB</td>
<td>Consultation observation tool (COT) if in primary care 6</td>
<td>Observed clinical care in the workplace Audit Piloting 4 WPBA tools</td>
<td>Written reports</td>
</tr>
<tr>
<td><strong>Exam</strong></td>
<td>FRCA</td>
<td>Diploma optional</td>
<td>AKT and CSA</td>
<td>MCEM FCEM</td>
<td>MFPH - OSPHE</td>
</tr>
<tr>
<td><strong>Trainers Report</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Clinical supervisors structured report (CSSR) 3 in total</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>OCCUPATIONAL MEDICINE</td>
<td>OPHTHALMOLOGY</td>
<td>PATHOLOGY, MED MICRO</td>
<td>PATHOLOGY CHEM PATH</td>
<td>PATHOLOGY HISTOPATH</td>
</tr>
<tr>
<td>-------------------------</td>
<td>------------------------</td>
<td>---------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td><strong>DOPS</strong></td>
<td>Yes – for visits and meetings 4</td>
<td>Yes 2 for each of 22 procedures in total</td>
<td>Yes ≥6</td>
<td>Yes ≥6 in ST1 &amp; 2</td>
<td>Yes ≥6</td>
</tr>
<tr>
<td><strong>OTHER ASSESSMENT OF PROCEDURE</strong></td>
<td></td>
<td>OSATS 2 for each of 13 procedures in total</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>MINI CEX</strong></td>
<td>Yes 4</td>
<td>No (CRS)</td>
<td></td>
<td></td>
<td>Yes ≥6</td>
</tr>
<tr>
<td><strong>CBD</strong></td>
<td>Yes - including external assessors 14</td>
<td>Yes 1/month Total of 60</td>
<td>Yes ≥6</td>
<td>Yes ≥6</td>
<td>Yes ≥6</td>
</tr>
<tr>
<td><strong>MSF</strong></td>
<td>Yes 1/year</td>
<td>Yes 1/year</td>
<td>ePATH SPRAT 3 in 5 years</td>
<td>Yes 3 in 5 years</td>
<td>Yes 3 in 5 years</td>
</tr>
<tr>
<td><strong>SAIL</strong></td>
<td>Yes 8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PATIENT SATISFACTION QUESTIONNAIRE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PORTFOLIO</strong></td>
<td>Logbook</td>
<td>Yes Reflective portfolios</td>
<td>Training and learning record</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>TEACHING</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OTHER</strong></td>
<td>Dissertation</td>
<td>Clinical rating scales (CRS) 22 in ST1</td>
<td>Year 1 assessment Evaluation of Clinical Events (ECE)</td>
<td>Year 1 assessment Evaluation of Clinical Events (ECE)</td>
<td></td>
</tr>
<tr>
<td><strong>EXAM</strong></td>
<td>Yes</td>
<td>FRCOph</td>
<td>MRCPath</td>
<td>MRCPath</td>
<td>MRCPath</td>
</tr>
<tr>
<td><strong>TRAINERS REPORT</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>PAEDIATRICS</td>
<td>PSYCHIATRY</td>
<td>O&amp;G</td>
<td>CLINICAL RADIOLOGY</td>
<td>CLINICAL ONCOLOGY</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-------------</td>
<td>------------</td>
<td>-----</td>
<td>-------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td><strong>DOPS</strong></td>
<td>Yes 1 for each procedure</td>
<td>Yes</td>
<td>Yes 3-6</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>OTHER ASSESSMENT OF PROCEDURE</strong></td>
<td>OSATS– used to assess progression to independent practice, 5 for each procedure</td>
<td>OSATS– used to assess progression to independent practice, 5 for each procedure</td>
<td>Yes 10 for each competency</td>
<td>Yes 2</td>
<td>Yes 4</td>
</tr>
<tr>
<td><strong>MINI CEX</strong></td>
<td>Paed mini CEX 4-6</td>
<td>Mini ACE 4 in ST1 &amp; 2</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>CBD</strong></td>
<td>Paed CbD 4-8</td>
<td>Yes 4 in ST1 &amp; 2</td>
<td>Yes – including case reports</td>
<td>Yes 3-6</td>
<td>Yes 4</td>
</tr>
<tr>
<td><strong>MSF</strong></td>
<td>eSPRAT 1/year</td>
<td>Team assessment of behaviour (TAB) 1/year</td>
<td>Team observation exercise 2/year</td>
<td>SPRAT 1/year</td>
<td>Yes 3 in 5 year</td>
</tr>
<tr>
<td><strong>SAIL</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>PATIENT SATISFACTION QUESTIONNAIRE</strong></td>
<td>SHEFFPAT 1 in total</td>
<td>PAT</td>
<td>Yes 1/year</td>
<td>Yes</td>
<td>Yes 3 in 5 years</td>
</tr>
<tr>
<td><strong>PORTFOLIO</strong></td>
<td>Yes</td>
<td>Log book</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>TEACHING</strong></td>
<td>Under development</td>
<td>Assessment of Teaching (AoT) 2</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>EXAM</strong></td>
<td>MRCPCH</td>
<td>MRCP Psych Integrated with WPBA</td>
<td>MRCOG</td>
<td>FRCR</td>
<td>MRCP FRCR</td>
</tr>
<tr>
<td><strong>TRAINERS REPORT</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Supervisors report</td>
<td>Supervisors report</td>
</tr>
<tr>
<td></td>
<td>GENERAL INTERNAL MEDICINE</td>
<td>SURGERY</td>
<td>FOUNDATION PROGRAMME</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------------------</td>
<td>---------------------------</td>
<td>------------------------------------------</td>
<td>----------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>DOPS</strong></td>
<td>Yes - procedure specific for StRs Until independence</td>
<td>Yes – basic procedures 6</td>
<td>Yes ≥ 4-6 List of 14 procedures</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OTHER ASSESSMENT OF PROCEDURE</strong></td>
<td>Procedure based assessment (PBA) As per learning agreement</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>MINI CEX</strong></td>
<td>Yes ≥4</td>
<td>Yes 6 in ST1 &amp; 2</td>
<td>Yes 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CBD</strong></td>
<td>Yes ≥4</td>
<td>Yes 6 in ST1 &amp; 2</td>
<td>Yes 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>MSF</strong></td>
<td>Yes 1/year</td>
<td>Mini PAT 3 in 7 years</td>
<td>TAB Mini PAT MSF 1/year</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SAIL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PATIENT SATISFACTION QUESTIONNAIRE</strong></td>
<td>Under development</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PORTFOLIO</strong></td>
<td>Yes</td>
<td>Yes Procedural log</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TEACHING</strong></td>
<td>Under development</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>OTHER</strong></td>
<td>Acute care assessment tool (ACAT) 6</td>
<td>Learning agreement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>EXAM</strong></td>
<td></td>
<td>MRCP</td>
<td>MRCS</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TRAINERS REPORT</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX A
DIRECT OBSERVATION OF PROCEDURAL SKILLS (DOPS)

Where does DOPS come from?

Direct observation of procedural skills was developed by the Royal College of Physicians of London, and initially piloted with Specialist Registrars (SpRs). The method is a variation on mini-CEX, and was designed to assess practical skills.\(^6\)

Previously the ability to undertake procedures had been documented through the use of log books and a record of complication rates. DOPS improves on logbooks by being designed to be a more objective assessment of competence than simply counting numbers of procedures, and by allowing supportive feedback.

What is DOPS?

A DOPS assessment involves the observation of a clinical procedure performed by the trainee. The procedure chosen will vary with the specialty and level of experience of the trainee. The foundation programme has a list of recommended procedures, and many specialties have lists of required procedures e.g. surgical DOPS for ST1 and ST2 trainees. As with mini-CEX both trainee and assessor agree in advance that the encounter is to be assessed, and the period of observation is followed by an opportunity for feedback and suggestions for improvement.

In addition to a global rating the DOPS form includes ratings of a number of possible components of clinical competence including; consent, analgesia, aseptic technique, post procedure management and communication. The assessment of the less procedure specific skills such as communication, approach to the patient and analgesia are in many ways more important than the technical skill in performing the individual procedure.

The duration of a DOPS assessment varies with the procedure observed, feedback may take an additional 20%-30% of the procedure time.\(^6\)

What is the evidence for the utility of DOPS?

DOPS is a relatively new instrument and there is limited published data on utility. As a variation on the mini-CEX studies showing the validity of mini-CEX may apply to DOPS as well.\(^6\)

Reliability

The pilot study by the Royal College of Physicians London with SpRs found a generalisability coefficient of 0.89 (SEM 0.27) with six encounters or raters. They recommend that for each procedure a trainee should be observed by at least three assessors observing two procedures each to achieve adequate reliability.\(^6\)

Validity

DOPS has high face validity as it involves the observation of a real clinical encounter. The RCPL pilot study showed evidence for construct validity as more senior trainees received higher scores.\(^6\) Procedure type had no significant effect on ratings.\(^6\)

Other instruments for assessing procedural skills

Surgical specialties have developed instruments for the assessment of more complex procedures. The rating scales mostly use descriptors based on the level of supervision required by the trainee for that procedure.

Procedure based assessment (PBA) is being used by higher surgical trainees, based on previous work to assess operative skills\(^6,6\) there are procedure specific forms for all surgical specialties. The choice of procedure to be assessed is driven by the objectives set at the meeting with the Educational Supervisor.

Obstetrics and Gynaecology have piloted Objectively Structured Assessment of Technical Skills (OSATS) in ST1 trainees. OSATS are used to assess 10 key procedures; each procedure requires five assessments at the level of independent practice to be signed off.

Evidence for the utility of other instruments for assessing procedural skills

OSATS were developed in Canada and the USA for assessing Surgical and Obstetrics and Gynaecology trainees.\(^6,6\) The original studies used either pigs or lifelike models in a multiple station exam format. This method is reliable (Cronbach’s alpha 0.89-0.95), has good inter-rater reliability and can distinguish between levels of experience of the trainee.\(^6,6\) There is a suggestion that global ratings are more reliable than checklists.\(^6\)

Direct observation or videoing of real procedures using structured check lists based on OSATS can demonstrate high inter-rater reliability and test-retest reproducibility,\(^6\) and experienced trainees receive higher scores.\(^6\)

Cautions

Individual DOPS assessments are not designed to be a sign off for independent practice. The instruments become reliable through the use of multiple observations with multiple observers.

The PMETB Survey suggests that only around 40% of foundation trainees found the feedback from DOPS helpful.\(^4\) This may reflect a lack of assessor training and time available for assessment.
Examples of how DOPS is used

A generic DOPS is used by all foundation trainees and procedure specific forms have been developed by most specialties. The Foundation instrument uses 11 items and a six point scale, those used in specialist training vary from 10-12 items with a 4-9 point scale.

Adaptability

Instruments for the direct observation of surgical skills can be adapted to use in sub specialties such as ENT and remain highly reliable with good construct validity.\[^a\]
APPENDIX B
CASE BASED DISCUSSION (CBD)

Where does CbD come from?

Case-based Discussion is a variation of chart stimulated recall (CSR), which was developed by the American Board of Emergency Medicine. CSR provides information about how a trainee makes decisions on diagnosis, investigations, and treatment. CSR was further adapted for use as part of the GMC fitness to practice procedures, and is used as part of the Physician Review and Enhancement Program (PREP), by the College of Physicians and Surgeons of Ontario.

What is CbD?

Case based discussion is designed to assess clinical decision-making and the application or use of medical knowledge. A CbD assessment uses case notes as the focus for discussion. The trainee will identify relevant patient notes and the assessor should choose a suitable case. The discussion may focus on a particular aspect of the case such as deciding on a management plan, or ethical issues raised. The assessor should probe for the reasoning behind any decisions made.

What is the evidence for the utility of CbD?

There is very little published evidence for the reliability and validity of CbD. Some specialties have run pilots prior to implementing their assessment systems in 2007. Anecdotal reports would suggest that CbD is the WPBA instrument clinicians are most comfortable with and the easiest to integrate into everyday practice. The 2007 PMETB survey found it was the WPBA instrument from which the trainees reported most helpful feedback.

Evidence for the utility of CSR

Reliability

The initial studies of CSR demonstrated good inter-rater reliability of 0.85, subsequent studies have shown a reliability coefficient of 0.54 with three cases, and of 0.74 with two cases.

Validity

CSR correlates with measures of performance using standardised patients and there is a weak correlation with previous certification scores. CSR can differentiate between candidates of varying levels of experience.

Cautions

Data from some studies suggest that performance on CSR may be case specific requiring multiple observations to be reliable.

Clinicians are comfortable with the CbD assessments as they commonly listen to their trainees present cases and then discuss management plans. To make best use of the potential of CbD as a formative instrument and to assess decision making skills, the assessor will need to use more probing questions than would be necessary on a routine ward round.

Since there is weak published evidence of the reliability and validity of CbD, decisions about number of assessments required have been extrapolated from data for similar instruments.

Examples of how CbD is used

Case based discussion is used by all specialties and the foundation programme. The domains are mostly consistent across specialties with a few specialty specific modifications. The Foundation instrument uses seven items and a six point scale, those used in specialist training vary from 7-10 items with a 5-6 point scale.
Where does mini-CEx come from?

The mini-CEx was designed by John Norcini to be used in US Internal Medicine postgraduate training programmes. It was derived to overcome many of the problems with the Clinical Evaluation Exercise (CEX) then recommended by the American Board of Internal Medicine. A full CEX assessment consists of a long case evaluated by single examiner outside of routine practice, in a period of up to two hours, with a reliability coefficient of less than <0.3.

The mini-CEx is designed to overcome these issues of poor reliability by using multiple observations with multiple assessors over a period of time. This also addresses problems with case specificity. It is designed to be a formative instrument, to provide an opportunity for feedback.

What is mini-CEx?

A mini-CEx assessment involves the direct observation of a trainee / patient interaction. This can be in any setting (inpatient, outpatient, A&E) and the focus may be one part of the clinical encounter such as examination skills or breaking bad news. The clinical interaction should reflect everyday practice and both the assessor and assessee need to know in advance that the encounter is to be assessed. Following the period of observation there is an opportunity for discussion and feedback for the trainee on his/her performance. The assessor completes the assessment form that includes identifying areas for improvement and formulating an action plan. The original mini-CEx form included ratings of four components of competence: history-taking skill, physical examination skill, clinical judgment and synthesis, and humanistic qualities along with an overall rating on a nine point scale.

For each encounter the assessor records the complexity of the case, the clinical environment and the context of the visit. The assessment is repeated with different cases, in different settings and with multiple assessors over the course of an attachment.

A mini-CEx assessment takes between 15 and 25 minutes to complete including around five minutes for feedback.

What is the evidence for the utility of mini-CEx?

Reliability

The mini-CEx is reliable with between eight and 14 raters, the original studies showed a reliability of 0.8 with 12-14 raters, more recent studies have shown reliable results with as few as eight raters. In these studies the results show a narrow standard error of measurement (SEM) suggesting that those who have high (or low) scores initially may need as few as four encounters and further assessment can be focused on trainees with borderline results.

A study carried out by the Royal College of Physicians of London into the use of the mini-CEx for specialist registrars demonstrated a generalisability coefficient of 0.83 with six encounters or raters. However, given the wide confidence intervals they recommend a trainee should be observed by at least eight different assessors observing at least two encounters each.

Norcini demonstrated good inter-rater reliability, with no large differences in ratings between examiners and across settings.

Validity

Mini-CEx has good face validity as it involves the observation of a real patient encounter in a real clinical environment. Mini-CEx is able to differentiate between levels of experience. Scripted videoed performances demonstrated faculty are able to differentiate between satisfactory and unsatisfactory performance. Scores do improve over time and more experienced trainees receive higher ratings. Mini-CEx correlates with other measures of performance.

Educational impact

There is some evidence that mini-CEx promotes deep learning, and encourages self reflection.

Cautions

There may be a significant halo effect with a high correlation between scores achieved on individual competencies. Care needs to be taken when interpreting the results of a mini-CEx instrument which attempts to assess multiple distinct domains of performance.

Assessors tend to give higher ratings for more complex cases. Studies of student mini-CEx in the USA suggest that faculty ratings are lower than resident’s ratings of students. This difference could be important as many of the Foundation assessments are completed by registrars.

Mini-CEx is not intended for use in high stakes assessments and should not be used to rank or compare candidates.

Assessors need to be trained in the use of the mini-CEx assessment method. The primary purpose of a mini-CEx is to provide an opportunity to observe the trainee’s clinical skills (which otherwise happens rarely) and give constructive feedback. For this to happen effectively both the assessor and the trainee need to be familiar with the assessment instrument and the assessor needs to be both trained and competent in the procedure/skill they are assessing (in order to be able to make a judgement) and trained in how to give feedback.
Examples of how mini-CEX is used

The mini-CEX has been adapted for use in many different settings. It is used by all foundation trainees in the UK and most (but not all) specialist training programmes. The Foundation instrument uses seven items and a six point scale, those used in specialist training vary from 7-9 items with a 5-9 point scale. In the USA a significant minority of Internal Medicine core clerkships use mini-CEX, mostly in a formative fashion.\textsuperscript{16}

Adaptability

The mini-CEX can be adapted to assess different domains and different levels of seniority of practitioner whilst remaining reliable e.g., the professionalism CEX\textsuperscript{78} which uses a 24 item four point scale (reliability 0.8 with 10-12 raters), and an instrument for use in palliative care\textsuperscript{83} (no reliability data). Kogan et al have shown mini-CEX to be feasible, reproducible and have concurrent and construct validity when used with students.\textsuperscript{74} It is also feasible to adapt mini-CEX to be used on a PDA.\textsuperscript{81}
APPENDIX D

MULTI SOURCE FEEDBACK (MSF)

Where does MSF come from?

Multisource feedback is widely used in the commercial sector where it was developed to support employee decision making and quality improvement. Within medicine variations on MSF are increasingly used to assess attitudes and behaviour in North America and in the UK at all levels of training from medical students through to consultant and GP Principal.

What is MSF?

Multi source feedback is a way of obtaining feedback from a wide variety of sources on everyday performance in the workplace. There are a number of types of MSF used in medicine depending on the groups asked for their views. Peer review MSF surveys clinical colleagues though they may not necessarily be the same grade or specialty. Both MSF and 360° assessment survey allied professionals and administrative staff in addition to clinicians. There are also instruments specifically designed to elicit feedback from patients.

A straightforward questionnaire is distributed to a selection of colleagues who have been able to observe the individual being assessed; this may be done on paper or via email. The forms are completed anonymously and either returned to the educational supervisor / appraiser to be collated or collated electronically and the report sent to the supervisor. The assessee also completes a self assessment. Most instruments include a small number of statements to be graded on a rating scale along with a global question asking if there are any reasons for concern and a space for free text comments. The results are then fed back during the appraisal and any plans for further development made.

What is the evidence for the utility of MSF?

Multiple studies from industry demonstrate that if assesses like the assessment system and find it motivating, MSF can lead to organisational benefits. However, managers are often poorly trained in giving constructive feedback, and they also require organisational support if the feedback is to be accepted.

Reliability

The various MSF instruments available require different numbers of raters for the instruments to be reliable and depend on the mix of raters and the number of domains to be assessed.

Validity

MSF has high face and content validity as demonstrated in most of the studies referenced.

There is limited evidence from industry that MSF reports can predict future performance.

A review found several studies which demonstrated that peer ratings correlate with grades given by faculty and written examination performance.

MSF does reflect speciality differences. Factor analysis of an instrument used across three specialties identified the same four factors. Construct validity is supported by the fact that they accounted for a different amount of the variance (with communication being important for psychiatry and patience management for internal medicine).

A few studies have demonstrated consequential validity with 61%, 71% and 42% of assesses contemplating or initiating change as a result of MSF feedback. Subsequent work found a lower proportion of assesses initiating change. The feedback needs to be specific and congruent with other sources.
Educational impact

The correlation between self ratings and ratings from others is often low,\(^{35,36}\) this provides an opportunity for the appraiser to discuss any discrepancy.

Choice of rater

Feedback following the introduction of the foundation programme and core specialist training suggests that trainees are choosing colleagues to complete their MSF assessments that they think will mark them highly. The evidence from the literature is contradictory.

Early studies suggested that peer ratings are not biased substantially by the method of selection of the peers or the relationship between the rater and the subject.\(^ {97}\) Further, a more recent study of 360° assessment (TAB) of UK trainees mentioned concern that trainees would select raters who would give favourable scores. However, the data partially refute this by demonstrating that some trainees were still rated as having cause for concern.\(^ {34}\)

A focus group study of family physicians who had participated in MSF suggested that those who deliberately did not choose reviewers who knew them well were disappointed by the results.\(^ {102}\)

The assessee response to the results of a MSF assessment depends on the perceived objectivity of the process and of the credibility of the raters, who must be able to observe physicians to rate them.\(^ {99,103}\) However, assessors who are more familiar with the assessee give better ratings.\(^ {91,99}\)

The mix of raters is important, with several studies showing small but significant differences in mean ratings from medical staff and allied professionals.\(^ {41,42,61,92}\) Others have shown differences with 3.4%-7% of variance due to the occupation of rater, the length of working relationship and working environment.\(^ {92,93}\)

Clerical or secretarial staff may not feel able to complete all parts of the MSF as they concern behaviours they have not observed,\(^ {36}\) and other aspects of performance such as teaching may not be observed by all raters.\(^ {91}\)

Overall the published literature suggests that any differences in ratings attributable to the choice of rater are small. There are advantages to the assessee nominating some of his or her own assessee; the choice of rater cannot be challenged, although the credibility of the raters needs to be as high as possible. For MSF that includes a mix of roles, there needs to be a mechanism for ensuring the balance of roles is appropriate.

Cautions

Most studies of MSF consistently demonstrate a marked halo effect with factor analysis showing two distinct domains – ‘humanistic or interpersonal skills (which accounts for most of the variance) and ‘technical or cognitive factors.’\(^ {94,98,99,103}\) This suggests that raters are unable to distinguish between more than two domains of performance and care needs to be taken before using an instrument attempting to do so. Cognitive factors may be best assessed using other methods, and MSF is primarily used to assess interpersonal and communication skills.

There are discrepancies in the assessment of humanistic behaviour by medical staff and nursing staff.\(^ {91,94}\) This does not necessarily mean ratings by either group are less reliable but may reflect differences in the opportunities for assessment, and experience of the trainee, giving an alternative (and possibly complementary) perspective. There is also mixed overlap between ratings provided by colleagues and those provided by patients suggesting they may reflect different aspects of performance.\(^ {95,97}\)

Anecdotal reports suggest that there is widespread uncertainty as to how the results of MSF will be used, and reluctance to make comments or give ratings that would have a negative impact on a trainee’s career. There is published data to suggest that in practice faculty are unwilling to report incidents of unprofessional conduct, despite stating in interview that they thought they would.\(^ {94}\) In addition one study found that those identified as outliers have fewer questionnaires returned,\(^ {11}\) this could reflect an unwillingness to express adverse views.

Overall, most mean scores on MSF assessments are skewed towards favourable results.\(^ {20,95}\) This may reflect the fact that the subjects tend to be volunteers. Care must be taken when using these instruments to identify outliers. It may be necessary to look at dis-aggregated scores and investigate further any individual poor ratings or comments of concern.\(^ {47}\)

There may be gender and ethnicity difference in the ratings received by individuals. A study of MSF for consultants in the UK demonstrated that colleagues rated UK trained doctors more highly than non UK trained (P<0.05). Patients rate female doctors significantly more highly for their relational skills.\(^ {45,90}\)

A review of studies of peer ratings that used rigorous criteria for inclusion found only three instruments that met all criteria for development and validity. Most of the studies referenced in this report would not have met these criteria.\(^ {35}\) The same group reviewed the literature for patient surveys and found six instruments with little validity data.\(^ {105}\) They recommend that further evidence for validity and reliability is required prior to the use of either assessment for summative purposes.
**Examples of how MSF is used**

The American Board of Internal Medicine (ABIM) have developed a patient and physician peer assessment module which can be used to gain credits towards recertification. The patient instrument focuses on professionalism and interpersonal and communication skills, whilst the peer instrument covers professionalism, medical knowledge and patient care. The College of Physicians and Surgeons of Alberta Canada have developed instruments for peers, co-workers and patients, with the goal of formative review and quality improvement. A form of MSF called ‘Physician assessment’ may be used to contribute to the maintenance of professional standards programme of the Royal Australasian College of Physicians.

In the UK all foundation trainees and all specialty training programmes are using a form of MSF. It is already used by groups of consultants and GPs and is likely to become part of the revalidation process. A few of the specialties and some foundation trainees are using an instrument based on TAB with four domains and a three point scale, others are variations on miniPAT with up to 27 items and a six point scale. Overall the instruments vary from 9-27 items with a 3-9 point scale.

**Adaptability**

Multi source feedback or peer review has proved to be feasible in many different settings and in many ways is the most valid way of assessing performance in everyday practice. Given the variations in the instruments used it is important that the characteristics of the assessment system are well understood, that there is clarity of purpose, and a clear statement of how the results will be used. This is vital for MSF to be accepted and useful.
Table 2: Comparison of MSF Instruments^55-96^

<table>
<thead>
<tr>
<th></th>
<th>SPRAT</th>
<th>MINIPAT</th>
<th>TAB</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PURPOSE</strong></td>
<td>Inform quality assurance process. Contribute to quality improvement</td>
<td>Derived from miniPAT</td>
<td>Identify trainees whose behaviour does not meet GMC requirements, so that appropriate action may be taken</td>
</tr>
<tr>
<td><strong>GROUP IN WHICH PILOTED</strong></td>
<td>Paediatric trainees</td>
<td>Foundation pilot</td>
<td>Initially O&amp;G trainees then SHO’s across specialty</td>
</tr>
<tr>
<td><strong>NUMBER OF QUESTIONS</strong></td>
<td>24 questions covering five domains</td>
<td>15 questions and global rating</td>
<td>Four questions covering four distinct domains</td>
</tr>
<tr>
<td><strong>RATING SCALE</strong></td>
<td>6 point scale: 1,2 below expectations; 3 borderline; 4 meets expectations; 5,6 above expectations</td>
<td>6 point scale: 1,2 below expectations; 3 borderline; 4 meets expectations; 5,6 above expectations</td>
<td>Three point scale (pass/borderline/fail changed to no concern/some concern/ major concern)</td>
</tr>
<tr>
<td><strong>DOMAINS IDENTIFIED BY FACTOR ANALYSIS</strong></td>
<td>‘humanistic’ and ‘clinical care’</td>
<td>Initial study suggest 76% variance due to ‘relationship’ factor</td>
<td></td>
</tr>
<tr>
<td><strong>RELIABILITY</strong></td>
<td>83% of doctors only need four raters to be reliably place either side of the borderline category</td>
<td>74% of F2s would need eight raters to achieve a small enough SEM to place them accurately above or below satisfactory (eight raters would be enough for 53% of F1s)</td>
<td>Generalisability coefficient of 0.8 for nine raters. 10 assessments are needed to give a 0.85 probability of picking up a poorly performing trainee (0.96 with 15 raters)</td>
</tr>
<tr>
<td><strong>CONTENT VALIDITY</strong></td>
<td>GMP</td>
<td>GMP and foundation curriculum</td>
<td>GMP</td>
</tr>
<tr>
<td><strong>CONSTRUCT VALIDITY</strong></td>
<td>SpRs rated higher than SHOs (p&lt;0.001)</td>
<td>F2s rated higher than F1s (p&lt;0.001)</td>
<td>The ‘Humanistic’ domain was rated higher than that of ‘clinical care’</td>
</tr>
<tr>
<td><strong>IDENTIFYING POOR PERFORMERS</strong></td>
<td>5.2% of F2s assessed as below expectations</td>
<td>12% received at least one concern rating</td>
<td>Test-retest reliability</td>
</tr>
<tr>
<td><strong>OTHER</strong></td>
<td></td>
<td></td>
<td>Both assessors and trainees are positive about the process</td>
</tr>
</tbody>
</table>
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